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Objective 
Study the changes over time in the semantic spaces of words 
related to the Jewish question. 

Contributions 
Large French historical corpus 
Identification of antisemitic moments1 and language 

Generalisation of the bias computation 
The corpus 
54.403 books and 245.188 periodicals issues published 
between 1789-1914 downloaded from https://gallica.bnf.fr 

26 time bins 450 millions tokens each.  

The streams
1. Religious, antisemitism based on religious prejudices and 

accusations. Seed words: believer- unbeliever;
2. Economic: based on stereotypes concerning Jews’ 

economic behaviours. Seed words generosity- greed;
3. Socio-political: based anti-national political behaviours. 

Seed words: honor - shame;
4. Racial: antisemitism based on the definition of Jews as a 

race, considered inferior. Seed words: pure - impure;
5. Conspiratorial: based on conspiracy theories. Seed words: 

loyal - disloyal;
6. Ethic: based on Jewish supposed unethical or perverse 

morals or behaviours. Seed words: moral - immoral.

Word embedding 
Each bin we trained with  a word2vec skip-gram model2 using 
a window size of 5 words, a 300 dimensions vector and 
removing the words that occur less than 25 times. 

Local similarity measure3 
Changes in the semantic space of the words: 
juif (noun/adjective, masculine, singular) 
juifs (noun/adjective, masculine, plural) 
juive (noun/adjective, feminine, singular) 
juives (noun/adjective, feminine, plural). 
Computed as: 

!  

!  

Embedding Projections4 
To quantify biases in word embeddings semantic spaces a 
word vector is projected on a semantic axis. The semantic 
axis can be computed as !  and its projection as 

the dot product ! . The higher the values of the 
projection, the more biased the word is toward that direction. 
The projections are computed on six semantic axes, that 
correspond to six antisemitic streams. 
We identified for each stream a set of n antonyms pairs, to 
construct the bias subspace in the embedding. To quantify 
the biases for all the time we computed the mean bias,! , for 
each stream as the arithmetic mean of the individual biases, 
!  on each axis, as: 

!  
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Links 
Article: https://www.aclweb.org/anthology/W19-4715 
Code and data: https://github.com/roccotrip/antisem


